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This study describes two types of algorithms for skid-to-turn unmanned aerial vehicles to plan paths between two
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intermediate variable to calculate a 8 and a,
NZ-m-s

effectiveness of side-force control surface to
sideslip angle

effectiveness of roll angle to heading rate, 1/s
effectiveness of side-force control surface to
yaw angle, 1/s

center of circular arc, m

coefficients of forces, N

coefficients of moments, N-m - s

intermediate variables to calculate the switching
time

drag, N

distance from terminal waypoint to interception
point in the air mass frame, m

forces generated by the side-force control
surface and fixed vertical fin, N
gravitational acceleration, m/s?
Hamiltonian

moments of inertia, kg - m?
counterclockwise circular arc with 6, =
path length, m

difference of x coordinate between action point
of F; and center of gravity, m

difference of x coordinate between action point
of F, and center of gravity, m

function that maps x to x 4+ 2nm by using an
integer n such that 0 < x 4+ 2nw < 2m, rad
yawing moments generated by roll and yaw
damping, N - m

mass, kg

intermediate variable to calculate the path
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waypoints under constant wind conditions. The first type of algorithm is a rigorous optimization algorithm based on
the Euler-Lagrange formulation with analytical integration of the path. The second type of algorithm is a fast
algorithm describing the path by two circular arcs connected by a line segment or another circular arc in the air mass
frame, which is similar to the Dubins path. The latter algorithm is developed for actual airborne application, whereas
the former algorithm is developed to check the quasi-optimality of the path calculated by the latter algorithm. We
present a convergence proof of the latter algorithm under certain assumptions and its quasi-optimality in
comparison with the former algorithm. Furthermore, the computational efficiency and the convergence reliability of
the latter algorithm are demonstrated through numerical examples.

angular velocity components in the body frame,
rad/s
clockwise circular arc with 8, = 8, 4
line segment with 6, =0
time for the vehicle to arrive at the point of
interception, s
time for the virtual target to arrive at the point of
interception, s
time, s
airspeed components in the body frame, m/s
magnitude of the airspeed, m/s
wind components in the inertial frame, m/s
position of vehicle in the inertial frame, m
position of vehicle in the air mass frame, m
angle of attack, rad
sideslip angle, rad
negative value of the maximum sideslip angle

T A
(i.e., B = —agd, m), rad
intermediate variables to calculate the path
length
deflection angle of the side-force control
surface, rad
8, corresponding to minimum Hamiltonian, rad
intermediate variables to calculate the
intersection point, m
adjoints, s/m, s/m, s/rad
minimum turn radius of the vehicle [i.e.,

A

pP= V/(|a1//|8rmax)]s m
Euler angles, rad
angle perpendicular to v, rad

intersection point

value at terminal time

specified terminal condition or circular arc
approaching to virtual target

value at the beginning of the arc or segment
anticlockwise circular arc with §, = —4
middle circular arc or line segment
maximum value

clockwise circular arc with 8, = 8, .
small positive values, m

small value, m

arc lengths at singular point, m

length of circular arc within the range
of [0, wp], m

rmax
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o = length of circular arc within the range of
[7p, 27p], m
0 = specified initial condition or circular arc starting

from the initial waypoint

Introduction

WIDE variety of small unmanned aerial vehicles (UAVs) have

been developed over the past 10 years, and the range of appli-
cation of such UAVs is expanding, mainly in the fields of surveillance
and reconnaissance [1]. The present study focuses on small skid-to-
turn UAVs, which turn in flight by deflecting control surfaces that
generate side forces, thereby directly generating centripetal force
without banking. By virtue of skid-to-turn procedures, a vehicle can
maintain wings-level flight during a turn, affording the following
advantages:

1) The reception of Global Positioning System signals and the
reception/transmission of data link signals are more stable than in
bank-to-turn vehicles, in which these signals are sometimes blocked
by a banked wing.

2) Itis possible to design simpler control laws of the camera angles
for capturing a target in skid-to-turn vehicles, because the skid-to-
turn control mechanism has less of an effect on the line of sight from
the camera to the target in comparison with the bank-to-turn control
mechanism. However, it should also be noted that techniques have
been developed to incorporate the control laws of camera angles into
the flight dynamics of bank-to-turn vehicles [2,3].

The use of skid-to-turn, rather than bank-to-turn, flight procedures
necessarily alters the kinematics of a UAV and therefore influences
the optimal path planning, an important function of UAVs in
achieving autonomous operations. Optimal path planning is typically
formulated as the process of finding the two-dimensional minimum-
time path between two or more waypoints, taking the kinematics of
the vehicle into account. The problem of the two-dimensional
minimum-time path from an initial position and orientation to a final
position and orientation in the no-wind case has been solved
analytically by geometric arguments [4] and by optimal control
theory [5,6]. The minimum-time path in the no-wind case is often
referred to as the Dubins path and is described by a set of two circular
arcs connected by either a line segment or an additional circular arc
that is tangent to both of these arcs. The Dubins path has been
modified, and its application has been extended to cases thatinclude a
vehicle that moves both forward and backward [6,7], constant wind
[8] and wind vector fields [9], multiple waypoints [10], and obstacle
avoidance [11]. If these considerations are applied to the path
planning of bank-to-turn UAVs, the kinematics are given by the
following:

x=Vcosy + w, €))
y=Vsiny + w, 2)
V= ayp 3)
[Pl < Pmax )

where turn coordination is assumed and additional dynamics are
neglected. However, Eqs. (1-4) are not valid for skid-to-turn UAVs.
As will be shown in the next section, an effect of the deflection of the
side-force control surface §, appears in the kinematics of skid-to-turn
UAVs, and hence the direction of the inertial velocity vector may
change instantaneously. Thus, some kinks may occur in the
horizontal paths as opposed to the smoothness in the Dubins paths.
To the best of the authors’ knowledge, practical path planning
algorithms that take into consideration the inherent kinematics of
skid-to-turn UAVs have not been investigated, although the guidance
and control laws for skid-to-turn missiles considering their agile
dynamics [12-14] and the navigation of skid-to-turn UAVs using
camera vision [15] have been investigated. Therefore, in the present

study, we describe two new types of path planning algorithms that
calculate the paths between two waypoints under constant wind
conditions. One type is a rigorous optimization algorithm based on
the Euler-Lagrange formulation and the minimum principle with
analytical integration of the path. The other type is a fast algorithm
describing the path by two circular arcs connected by a line segment
or another circular arc in the air mass frame, which is similar to the
Dubins path. The latter algorithm is developed for actual airborne
application, whereas the former algorithm is developed to check the
quasi-optimality of the path calculated by the latter algorithm. We
show a convergence proof of the latter algorithm under certain
assumptions and its quasi-optimality in comparison with the former
algorithm. Furthermore, we seek to demonstrate the computational
efficiency and the reliability of the convergence of the latter algo-
rithm through numerical examples.

Kinematics of a Skid-to-Turn UAV

In the present section, the equations describing the kinematics of a
skid-to-turn UAYV are derived. The variables and coordinate systems
in the horizontal plane are shown in Fig. 1. For the sake of simplicity,
we assume the following:

1) The motion of the vehicle is constrained in the horizontal plane.

2) The vehicle is turned by side force while maintaining aroll angle
of zero.

3) The sideslip angle is sufficiently moderate to prevent directional
instability.

4) The rates of change of the velocity and angular velocity compo-
nents are negligible.

The preceding assumptions are described by the following
equations:

6=0, a=6, ¢=0, 1Bl <« 1

0
=qg=r=0, V = const 5)

S

U=v=w=

Using these equations, let us approximate the equations of motion.
The equations of the angular velocities p, g, and r and the longi-
tudinal velocities # and w are expressed as follows [16]:

p=¢—ysinf=—ysina (6)
g=0cos¢+ ysindcosd =0 @)
r=—ésin¢+g.ﬁcos¢cos9:1/'/cosa ®)
u=Vcosacosf >~ Vcosa (O]

w = Vsinacos B ~ Vsina (10

The differential equations with respect to v and r can be
approximated by the following algebraic equations:

Fig. 1 Variables and coordinate systems in the horizontal plane.
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vV=—ru+ pw+ gsingcosd + (F; + F,—Dsinf)/m =0
an

P= {Fflf + Fvlv + sz + Mzr - (Iyy - [xx)pq}/lzz =0 (12)

The forces and moments can be approximated as follows:

Fy=cp{8, — p—tan ' (l,r/V)} = ¢;(8, — B — I, yrcosa/ V)
(13)

Fy=—c {B +tan"'(I,r/V)} >~ —c,(B + I,rcosa/V) (14)
M, =—cpp:cp1/}sina (15)

M, =—crx> —c,.gl./cosoz (16)
Note that the approximations in Eqgs. (13) and (14) are based on the
additional assumptions |/,r/V| < 1 and |[,r/V| < 1. Substituting
Eqgs. (5-10) and (13-16) into Egs. (11) and (12), and solving them

with respect to V¥ and B, we obtain

¥ = ay,d, a7
B = ags, (18)

where
ay = ciic,l, — (¢, + D)ls}/a, (19)

ag = ce{l;mV + ¢ 1, (I; — I,) cosa/V —c,cosa + ¢, sina}/a,
(20)

a, = {mV + (csly + c,l,) cosa/Vi(csly + c,l,)
—(¢y + ¢y + D){(c,l7 + ¢, 1)/ V + ¢} cosa — ¢, sina]
(21)

If the airspeed, the dynamic pressure, and the angle of attack at a
specified trim condition are given, then a,, and ag are determined.

On the other hand, the two-dimensional differential equations of
the vehicle position are given by

x=Vcos(¥ + B) + w, (22)

y=Vsin(y + B) + w, (23)

Substituting Eq. (18) into Eqgs. (22) and (23) yields

x = Vecos(y¥ + agd,) + w, (24)

y=Vsin(y + agé,) + w, (25)

In addition, the following constraint for the maximum deflection
angle of the side-force control surface is enforced:

18,1 < 8, max (26)

In the path planning algorithms described later herein, Eqs. (17) and
(24-26) are adopted as the equations of the kinematics of a skid-to-
turn UAV. Because of the term agd,, which appears in the
trigonometric functions of Eqgs. (24) and (25), the kinematics of the

skid-to-turn UAV are different from those of the bank-to-turn UAV
[Egs. (1-4)] (i.e., the direction of the inertial velocity vector[x  y]?
changes instantaneously upon deflection of the side-force control
surface §,). Thus, the optimal paths of the skid-to-turn UAV are
different from Dubins paths. On the other hand, if a4 is set to zero and
8, and a,, are replaced by ¢ and a,, respectively, then Egs. (17) and
(24-26) are equivalent to Eqs. (1-4). Therefore, the same path
planning algorithm can be applied to bank-to-turn vehicles.

In the following sections, we consider the minimum-time path
between two waypoints with the kinematics given by Eqs. (17) and
(24-26). The boundary conditions at the initial waypoint and the
terminal waypoint are given as (xo, Yo, Vo) and (x;, y;, ¥y),
respectively. The wind vector [w, w,]” is assumed to be constant
during the flight between these two waypoints. In this study, we only

consider the case in which ,/w? + w§ <V.

Algorithm for Rigorous Calculation of Optimal Path

In this section, the rigorous optimization algorithm is described
based on the Euler-Lagrange formulation [17]. The Hamiltonian H
of the minimium-time problem is defined by

H =1+ A{Vcos(¥ + agd,) + w,} + A, {Vsin(y + agé,)
+w,} + hyayd, @7)

The differential equations for the adjoints are given as

i=-_ (28)
dx
. oH
. oH
Ay = _W = A, Vsin(y + agd,) — A,V cos(¥ + agd,)  (30)

The condition of the minimum Hamiltonian with regard to the
control input is given as follows:

H
28 =—AVagsin(y +agd,) + A, Vagcos(¥ +agé,) + Aya, =0
€)Y
0°H
T >0 32)
If

there is a solution to Egs. (31) and (32); that is,

§,= L {—w + tan™! (A—)) + 7 — sin™! (awi)\w)}
ap A Vag /A2 + 22
(33)

where the range of the arcsine function is [—/2, 7r/2] and that of the
arctangent function is chosen such that §, is within the range of
[—m, 7r]. Consequently, by invoking the minimum principle [18], the
optimal control input is given as

5r = max{_(srmaxs min(g,., 5rmax)}

It

layhy/(Vag JA2 +22)] > 1
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there is no solution to Eq. (31). In this case, either —§, ., O &, nax
which gives the minimum Hamiltonian, is the optimal control input .
To obtain the optimal path, the following boundary conditions must
be satisfied:

x,—x;=0 (34)
Ye—y;=0 (35)
sin{(Y¥, —¥,)/2} =0 (36)

(H)t=te =1+ )\X{VCOS(l//L, + aﬂsre) + wx}
+ A {Vsin(y, + agd,.) + w,} + Ay.a,d,, =0 37

Although A, and X, are time-invariant due to Egs. (28) and (29), x,
¥, ¥, and A, are time-variant. Thus, it is necessary to calculate the
time profiles of x, y, ¥, and A,, under three types of control inputs,
i.e., unsaturated control (8, =4§,), upper-saturated control (§,=
8, max)> and lower-saturated control (8, = —6, ). It is possible to
integrate differential Egs. (17), (24), (25), and (30) analytically by
applying any of the three types of control input, and hence the
optimal path is described as a set of the following three arcs. We give
only the final result of the analytical integrations:

The arc of unsaturated control (5, = §,) is given as follows:

A, ,}x]l,k aw(l‘ — tk)
TN [eXp{ a7
Ay ) 2a,(t —t) >
e \/1 —Prewt= = 1=
g, JI= Pl +1

CE4RDP | 1= Prexpizay = 1)/ag) +1

VA
+ | ——==+w, |(t—1) (38)

VAR
. Ak ay(t—t)
y—yk+ki+)\§ [eXp{ a -1
)\'}')\Wk 0 zaw(t — tk) >
_W{[\/l —Pkexp{T}— JV1—=P;

MW VI—Pl+1

(A% + APy \/1 — Piexp{2ay(t — 1) /agy + 1

v

VAR

Y= (Y + Sin_lPk) exp{_M} + {tan‘l (ﬁ) + JT}
aﬁ )\'x

X |:1 —exp{—@}] — sin™! |:Pk exp{@}]
B B

. Pilexpi{—ay(t — t)/ag} — explay(t — 1)/ ag)]

+w, |(t—1) 39

(40)
1= Prexp(2ay (i — 1) /ag} + TP
Ay = Ay exp{M} @1
ap

where

py = 4hn 42)
ke
Va}g,/)\)% +)\.%

The arc of upper-saturated control (§, = 8, ) is given as follows:

X=X+ 7[Sin{l/fk + aﬂgrmax + awgrmax(t - tk)}
¥ Yrmax
- Sin(Wk + aﬂ(grmax)] + wx(t - tl\') (43)
Y=Yk~ F; [Cos{wk + aﬂsrmax + awsrmax(t - tk)}
ad/ rmax
- cos(wk + aﬂsrmax)] + wy(t - tk) (44)

AV
)‘w = )\'l//k - ﬁcos{d/k + a,ﬁsrmax + aljlsrmax(t - tk)}

¥Yrmax

AV
- 8) Sin{V/k + aﬁsrmax + aw8rmax(t - tk)}

al// rmax

y

AV .
+ - COS(‘//k + aﬁsrmax) + SIH(Wk + aﬂgrmax)

aw(gr max ad/ rmax
(45)
1// = 1//k + al//(srmax (t - tk) (46)
On the other hand, the arc of lower-saturated control (§, = —§, ax)

can be obtained by replacing 8, ..., in Egs. (43—46) with —6, ...

Switching from one arc to the other arc occurs when either
8, = 8, max OF 8, = —8, nax Occurs (i.e., when either of the following
equations holds):

— 4 —V + tan™! (—}) + 7 — sin™! (7)} =8, max
aﬁ }"x Va/j,/)\‘,% + A.)Z

(47)

1 A, ayhy
— {—1// + tan™! (f) + 7 — sin™! (#)} = =8, max
ap x Vag A2 + A2
(48)
An analytical method by which to obtain the switching time can be
described as follows: Here, we present the case of switching from

unsaturated control to upper-saturated control. Substituting Egs. (40)
and (41) into Eq. (47), followed by some manipulation, yields

(1 + @382 ) [P explay (1 — 1) /ag}P
+2¢1a58 m[Prexplay (t — 1) /agl] + (i = 1) =0 (49)

where

¢ 21 =P+ P{yy +sin' P, —tan~' (A, /2,) — 7} (50)

From Eq. (49), the switching time ¢ can be calculated as follows:

aﬂ 0 _Claﬁsrmax + a,ZSS%max - C% + 1 (51)
=t + —
¢ az// Pk(l + alzz‘szmax)
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Note that the valid solution ¢ must satisfy ¢, <t < ¢,. Similarly, the
switching time to lower-saturated control can be obtained by
replacing §, nin Eq. (51) with —§, .-

Next, we present the case of switching from upper-saturated
control to unsaturated control. Substituting Egs. (45) and (46) into
Eq. (47), followed by some manipulation, yields

\/ C% + C% Sin{awsrmax(t - tk) + tan71(63/62)} =Cy4 (52)

where

Step 3: If

select the arc of the saturated control that gives minimum H.
Otherwise, select the optimal arc based on g,k: If S,k < —38, max- Select
the arc of the lower-saturated control. If g,k > 8, max» Select the arc of
the upper-saturated control. Otherwise, select the arc of unsaturated
control.

2 é V[aﬂarmax\/ )‘)% + )‘3 COS{l/fk - tan_l ()‘)/)‘x) + aﬁ(srmax} - )"x Sin(Wk + aﬂsrmax) + )‘y COS(T/fk + aﬂgrmax)]

C3 é V[a/ﬁérmax V )‘)zc + )",% Sin{llfk — tan™! ()‘y/)"x) + aﬂ(grmax} + )",\' COS(Wk + aﬁsrmax) + )‘y Sin(wk + aﬂsrmax)] (53)
Co £ ayhidman + AV oSV + apyman) + AV SIn(V + @58, max)

The solutions to Eq. (52) are given as follows:
1 c c
—tan™! (—3) + sin™! (74)}
az/lsrmax { 2 RV C% + C%
1 C3 . Cy
m— tan~! (—) —sin™! (7)} (54)
awarmax { C vV C% + C%

The valid solution ¢ must satisfy ¢, < ¢ < ¢,. If both of the solutions
satisfy 7, <t < t,, the smaller solution is the valid solution. The
switching time from lower-saturated control to unsaturated control
can be similarly obtained by replacing §, ., in Egs. (53) and (54)
with =8, -

Based on the arcs and their switching times, as described previ-
ously in analytical form, the rigorous path optimization algorithm
can be described as follows (see also Fig. 2):

Step I: Initialize A,, A, Ay, and £,.

Step 2: Set k = 0 and ¢, = 0. Then, if

t:tk+

4L+

calculate g,o from Eq. (33).

Initialize A, Ay, Ayo,te
[

Set k=0,t=0
and calculate &,
[e——

Select optimal arc
based on 6. and H

Calculate
switching time i

Update Ar, Ay, Ayo.te
by Newton-Raphson

Calculate _ method
Xk+15 Virl W+ ,ﬂwkm L Or(ks1)

k=k+1
Yes

Calculate residuals

Yes

Terminate algorithm

Fig. 2 Flowchart of the rigorous path optimization algorithm.

Calculate gradients
of residuals

Step 4: Calculate the switching time from the current arc to the
other arc. If there is no solution to the switching time equations within
(t. 1], set t, ., = t,. Otherwise, set ;| to the calculated switching
time.

Step 5: Calculate Xy 1, Yei1> Yis1, and Ay at £ = 4 of the
current arc from the following equations: Eqs. (38—41) in the case of
the unsaturated control, Eqs. (43—46) in the case of the upper-
saturated control, and Eqgs. (43-46), replacing §, nax bY —8, max in the
case of the lower-saturated control. Subsequently, if

layAygsny/(Vagy Az + 1) < 1

calculate 8, ) at t = ;. from Eq. (33).

Step 6:1f t; | = t,, go to step 7. Otherwise, increase the index k by
one, and return to step 3.

Step 7: Set X, = Xii1, Yo = Yir1s Ve = Yit1> Aye = Apgerr)> and

Sre = max{_armaxv min(sr(kJrl)s (Sr max)}

Then evaluate the residuals of the boundary condition given by
Egs. (34-37).

Step 8: If the residuals are sufficiently small, terminate the
algorithm. Otherwise, evaluate the gradients of the residuals with
respect to A, Ay, Ay, and z,, and then update A, A, Ay, and , by
calculating the corrections by the Newton—Raphson method. Then
return to step 2.

In the preceding algorithm, given the independent variables A, A,
Ayo, and t,, the path is analytically integrated and evaluated at the
boundary condition. This approach is a type of indirect shooting [19],
although indirect shooting usually involves numerical integrations.
Because of the analytical integration, the optimal paths calculated by
the developed algorithm achieve high accuracy. On the other hand,
the convergence of the indirect shooting approach is not robust with
respect to the initial guess of the solution [19]. Thus, the algorithm
developed in this section is not applicable to the online path planning
of UAVs, although it is beneficial for offline use because of its
rigorous optimality. However, other optimization approaches, such
as direct collocation using fast nonlinear programming [20,21] or a
nonlinear receding horizon control approach [22], may be candidates
for online path planning due to their relatively stable convergence.
Nevertheless, their convergence stabilities are still affected by the
initial guesses of the paths. Thus, in the next section, a fast path
planning algorithm for which convergence is assured is described.
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Algorithm for Fast Calculation of Optimal Path
and Proof of Its Convergence

As stated in [8], the path planning problem under constant wind
conditions is generally equivalent to finding a path in the air mass
frame from an initial position and orientation to a final orientation
over a moving virtual target, for which the velocity vector of the
virtual target is opposite to the wind vector (see Fig. 3). With respect
to constant wind conditions, let us first introduce the following
assumption:

Assumption I: The magnitude of the constant wind vector satisfies

0< Jwi+uwl<V.
Because the airspeed V is assumed to be constant, the problem is

equivalent to finding d such that 7,(d) — T,,(d) = 0, where T,,(d)
can be described as

T, (d) =d/\Jw? + w? (55)

Moreover, the terminal condition for the path in the air mass frame is
then specified as

(ie’ ye? we) = (xf - wavl(d)’yf - wyTvl(d)v Wf) (56)

Let the subscripts for R, L, and S be the length of the arc or the line

segment. Then let us consider the following proposition:
Proposition 1: For any boundary conditions and wind vector

satisfying Assumption 1, at least one of the following paths,

{RSR,LSL,RSL, LSR, RL,R, RL;R, LR,L, LR.L}

where 7p < 0 <2mp and 0 < £ < mp, can intercept the virtual
target in the air mass frame.

Proposition 1 is a basis for the fast path calculation algorithm
described later. The set of paths covered in Proposition 1 is similar to
that proposed in [8], which consists of six types of Dubins paths and
two types of non-Dubins paths. However, unlike the paths in [§], the
arcs and the line segments constituting the paths in Proposition 1
intersect at an angle f, as shown in Fig. 4. This is due to the
kinematics described by Eqs. (24) and (25), which imply that the
direction of the inertial velocity vector [x y]” changes instanta-
neously upon deflection of the side-force control surface.

As the bases of a proof of Proposition 1, we present several lemmas
and their proofs. Some of the lemmas are extensions of the properties

point of interception d
\.'l/; terminal waypoint

path in =
air mass frame "
o

[=we,—w, 1"

inertial path

initial waypoint
(X0, Y0,¥0)
Fig. 3 Equivalent problem of interception in the air mass frame.

of the paths proved in [8] to those of the eight paths defined in
Proposition 1.

Lemma I: RL,R and RL¢R (np <o <2mp and 0 < E<mp)
exist if

\/(afr —ag,)? + (b, — bo,)* < 4pcos p

and LR,L and LR:L (mp < 0 <27p,0 < § < 7p) exist if

\/(aﬂ —ag)* + (b — by)* < 4pcos B

At each boundary, RL,R = RL;R = RL,,R or LR,L = LRL =
LR,,L holds.

Proof: Let us consider the case of RL,R and RL¢R. The following
equations for (a,,, b,,;) (i.e., the center of the middle circular arc)
hold geometrically:

A

(aml - aOr)z + (bml - bOr)2 = 4102(:052/3 (57)

(aml - afr)z + (bml - bfr)z = 4/02C0S2ﬂ (58)

By eliminating b,,, from Egs. (57) and (58), we obtain a quadratic
equation in a,,;, as follows:

{(ay, — ao)® + (by, — bo,)*}ayn, — {(ag, — ag,)’
+ (byr = bo)}ay, + ag)an + {(ay, + ao)*(ay, — ag,)?
+ 2(aj, + ag,)(bs, — bo,)* + (by, — by,)*}/4
— 4p*cosB(by, — by,)? =0 (59)

From the discriminant of Eq. (§89), the necessary and sufficient
condition for the existence of a,,; and b,,;, which is equivalent to the
existence of RL,R and RL:R, is

\/(afr —a,)* + (by, — by,)* < 4pcos p

In the case of

\/(afr - aOr)z + (bfr - bOr)z < 4p COSIB

there are two pairs of solutions to Egs. (37) and (58), which
correspond to the centers of the second circular arcs in RL,R and
RL¢R. In the case of

\/(a/r - a()r)z + (b[r - bOr)z = 4pCOS/§

there is a unique solution to Egs. (57) and (58), which corresponds to
the boundary case: RL,R = RL;R = RL,,R. By permuting Rand L,
the same arguments hold for LR,L and LRL.

Lemma 2: RSL exists if

\/(afl —ap,)* + (by —by,)* = 2p cosﬁ

e initial waypoint
o terminal waypoint

Fig. 4 Examples of paths of the fast algorithm (RSR, RSL, RL,R, and RL:R).
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and LSR exists if

\/(afr —ag)* + (by, — bo)* = 2p cosﬁ

At each boundary, RSL = RSyL or LSR = LS,R holds.

Proof: Let us consider the case of RSL. The intersection point
(X.1,Y.1) between R and S geometrically satisfies the following
equations:

(icl - a()r)z + (ycl - bOr)2 = pZ (60)

(Xe1 — ap )X — (ao, + ap)/2} + Ger — bo) Ve
— (bo, + by;)/2} — tan B[{icl — (agy + a)/2}Fer — bor)
= {er — (bo, + by [2}(%ey — ap,)] =0 (61)

By eliminating y., from Egs. (60) and (61), we obtain a quadratic
equation in X, as follows:

(§(2) + n%)(icl - am)z - 2,02770(3@1 — ag,) + PZ(PZ - §(2)) =0
(62)
where
& i {(bs — by,) — tan pi(aﬂ —ay,)}/2 .
no = {(ay — ao,) + tan B(by; — by,)}/2

From the discriminant of Eq. (62), the necessary and sufficient
condition for the existence of (X,;, y.) is

\/(af, —ap)? + (by — bo,)?> > 2p cos B
The valid solution to Eq. (62) is given as follows:

oo + S0/ G + 15— p°

)~CC|=610,+,0' 5) 2
+
% 2’70 2 2 (64)
- P8 — oV 85 + 15— p
Ye =br+/0
e g+

Similar arguments hold for (X.,, ¥.,), which is the intersection point
of S and L on RSL; the necessary and sufficient condition for the
existence of (X.5, Y») is

\/(aﬂ —ag,)* + (by —by,)* = 2p cos f

and the valid point (X5, y,,) is given as follows:

Ny + 8/ 8+ 17 — p?

Xp=apg+p-

T G+

(65)

- P8 —np /S 17— 07
Y2 = +10

o G+

where

&y 2 by, — by) + tan Blag, — ap)}/2 )

Ny = {(agr —ap) — tanf?(bo, —bp)}/2

Because the existence of both (x., ¥.,) and (X.,, ¥.,) are equivalent
to the existence of RSL, the necessary and sufficient condition for the
existence of RSL is

\/(afl —ay,)? + (by; — by,)* > 2pcos B

On the other hand, it is trivial to show that {3 + 73 = {} + nﬁ- = p?
holds if

\/(afl —ag,)? + (b —by,)> =2p cosﬁ

In this case, the length of S, which is given by

VEg —30) + G — )

becomes zero. Consequently, RSL = RS,L holds at the boundary.
By permuting R and L, the same arguments hold for LSR.
Lemma 3: If

\/ (ay, — ag,)* + (by, — by,)* =4pcos B

at least one of the paths in the set {RSR, LSL, RSL, LSR, LR,L}
(mwp < 0 < 2mp) is shorter than RL,,R. If

\/(afl —ag)* + (by — by)* =4pcos p

at least one of the paths in {RSR, LSL, RSL, LSR, RL.R} is shorter
than LR, L.
Proof: Consider the case of

\/(afr - a()r)z + (bfr - b()r)z = 4,0COS§
Without loss of generality, it is possible to choose (ay,, by,) = (0, 0)

and (ay,, by,) = (4pcos B,0). Then, by introducing y, and x;, as
illustrated in Fig. 5,

(aor, bor) = (2pcos B €08 X0, 2 €OS B sin Xo)
and
(ap.bp) = (4,0(:03,3 + 2pcos;§cos Xfs 2pcos;§sin Xr)
hold. Note that x, and y, are independent of /§ and are given as

Xo=¥o—m/2 and x; =V, — /2, respectively. The length of
each path can then be calculated as follows:

I(RL,,R) = p{M (27 — o) + 7+ M(x, — m)} (67)

I(RSR) = p{M(37/2 — x) + 4cos B+ M(x, —37/2)} (68)

Fig. 5 Circular arcs in the case of ‘/ (ag —ay)* + bs — by,)}=
4p cos .
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I(RSL)
= PIM (X — Xo) + 408 B /T +cos g7 +M (X — 7= X}
(69)
I(LSR)
= p{M(Xo + 7T — Ya) +4c08 B v/T—c08 o +M(x; — Y2 — )}
(70)
I(LSL) = p{M (X0 + 7T — Xm3)
+ 2c0s/§ \/6 —2cos(x; — Xo) +4cos x; —4cos xo
+ M(Xws — Xp)} (71)
I(LRL)
= ptM (X0 + 7 = Xma) + M(Yons — Xma) + M(Xus + 7 — xp)}
(72)
where

i 1
Aoml £ tan~! (ﬂ) —cos™! (7) (73)
2 +cos xs V3 +4cosy,

A 1 sin ), 4 1
2 KXo s 74
K2 an (2 — cos Xo) +cos (./5 —4cos Xo) 74

A, sin x; — sin o b4
Xm3 = fan (2 + cos x; — €os xo 2 (75)

Xma 2 tan™'[{(sin ; — sin x,)
F (2 + cos x; — cos Xo)¥}/{(2 + cos x; — cos xo)
% (sin x; — sin o) y}] (76)

Xons 2 tan™[{(sin xo — sin x,) F (2 + cos x,

—cos xo)y}/{(cos xo —2 — cos x) & (sin x; — sin xo)y}]
77

1
- - 78
4 \/6—200s(xf—xo)+4cost—4cosX0 4 (78)

Note that ¥,,;,..., X5 are independent of /§ Because [(RL,,R),
l(RSR)|/§=0, l(RSL)|/§=0, l(LSR)|/§=O, l(LSL)|/§=O, and /(LRL) are

independent of 3, the problem of finding the shortest length among
these is equivalent to finding the shortest Dubins path. In [6], it was
proven that RL , ,R cannot be the shortest Dubins path. Hence, atleast
one of

{(RSR)|5_o- URSL)|5_» L(LSR)| 5_o. I(LSL)|5_y. ((LRL)}
is shorter than I(RL,,R). In addition, [(RSR) 51(RSR)|B=O,

I(RSL) < I(RSL)|;_y., I(LSR) < I(LSR)|;_,, and I(LSL) <
I(LSL)| j—o hold, because | ,é | < 1. Therefore, at least one of

{I(RSR), I(RSL), I(LSR), I(LSL), (LRL)}

is shorter than D(RL,,R). By permuting R and L, the same
arguments hold for the case of

\/(afl —ag)? + (by — by)? =4p cos,é

Lemma 4: T,(0)—T,(0) >0 holds. In addition, T,(d)—
T,.(d) < 0 holds for sufficiently large d.

Proof. From Eq. (§85), T,(0)=0 holds. If (xg,yo, Vo) #
(7, ¥, ¥¢), apositive finite time is required for the vehicle to change
its state from (xy, o, V) to

(xf - wam(O)v)’f - wyTvt(O)v ‘/ff) = (xf’yf’ 1//f)

in the air mass frame [i.e., 7,(0) >0 holds]. If (xy,yo, ¥o)=
(x7,y7.¥), then T,(0) =0 holds. Therefore, 7,(0) —T,,(0) =
T,(0) = 0 holds. On the other hand, if d is sufficiently large, neither

Vs = a0 + (b, — by)? < dpeos p

nor

\/(“./l —ap)? + (by — by)? < 4p cosﬁ

hold. Then, from Lemma 1, only RSR, LSL, RSL, and LSR
exist among the eight candidate paths. As d becomes larger, the
length of the line segment S accounts for the majority of the length of
each of the four paths. In other words, T',(d) of each of the four
paths approaches d/V as d becomes larger. From Eq. (35) and
Assumption 1,

T,(d)=d/\Jw}+w?>d/V

Consequently, T, (d) — T,,(d) < 0 holds for sufficiently large d.
Lemma 5: The length of the shortest path chosen from the set

{RSR,LSL,RSL,LSR,RL,R,RL¢R, LR,L, LR:L}

is continuous with respect to d, except at the boundary of the
existence of RSL or LSR: that is,

\/(afl —ag,)? + (byy — by,)? =2pcos

or

\/(afr —ag)* + (by, — by)* =2p cos B

Proof: Discontinuities of each path may occur 1) at the singular
points at which the path includes any of Ry, Ly, R;,, Loy,, and S, or
2) at the boundaries of the path existence described by Lemmas 1 and
2. Atthe singular points corresponding to RySR, RSR, RySL, LSR,,
RSyR, and RLR, the shortest path type changes in the following
manner as d increases:

1)R,SR — RySR ~ LySR — L,SR.

2) RSR,y — RSRy ~ RSLy — RSL,,.

3)R,SL — RySL ~ L,SL — L,SL.

4) LSR, — LSRy ~ LSL, — LSL,.

5) RSglR g R[I.SORU ~ LOR;H—VLO - LSZR/,L+\I+S4LS3'

6) RL, R — RMLORV ~ LOR;HrvLO - L62Ru+v+s4La3'
where the notation — denotes a slight change in the length of the
selected path in concert with a slight increase in d, and the notation ~
denotes a change in the selected path to another path of the same
length. As an example, the change in the path types in item 2 is shown
in Fig. 6. Thus, the discontinuity of the shortest path length at these
singular points does not occur. In addition, the shortest path does not
encounter the singular points corresponding to R,,,SR, RSR,,,,
Ry, SL, LSR,,,, or RL,,,R. This is because these paths can be
shortened further by replacing R,,, or L,,, with Ry, or L,
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e initial waypoint
o current terminal waypoint
o trace of terminal waypoint

Fig. 6 Example of the change of path type from RSR to RSL as d increases.

respectively, and, based on items 1-4 and 6, these shortened paths
change continuously as d increases. By permuting R and L of the
preceding arguments, the discontinuity of the shortest path can be
confirmed to not occur at the singular points corresponding to Ly SL,
LSLy, LoSR, RSL,, LSoL, LRyL, L,,,SL, LSL,,,, L;,,SR,
RSLy,,,0r LR,, ,L. Moreover, from Lemmas 1 and 3, neither RL, ,R
nor LR,,L, which exist in the case of

V(@ = a0 + (b, = by,)* = 4pcos p

or

\/(“fl —ag)* + (b — by)* = 4pcosB

is the shortest path. Therefore, discontinuity of the shortest path at
these boundaries does not occur. On the other hand,

\/(afl —ap,)* + (byy — by,)* =2pcos p

or

\/(afr —ag)* + (by, — by)* =2pcos f

holds at the singular points corresponding to RyLR, RLR,, LyRL,
LRLy, Ry p)LR, RLR;,,, Lo, RL, and LRL,,, as well as RS, L and
LSyR. Inthese cases, feasible path changes, such as items 1-6, do not
necessarily exist, and hence discontinuities may occur.

Lemma 6: Let us consider the case in which the sequence of the
shortest paths with d increasing from zero passes through either

\/(afl — ag,)* + (bg — by,)* = 2pcos B

or

\/(afr —ag)* + (by, — by)* =2pcos f

and the following discontinuity occurs: 7', (d) — T',(d) > O before
passing the boundary and 7', (d) — T,,(d) < O after passing the boun-
dary. In this case, one of the paths in the set {RL,R,RLR,
LR,L,LR;L} satisfies T,,(d) — T,,(d) = 0 at some d.

Proof: Let us consider the case of

\/(afl — ag,)* + (by — by,)* =2pcos

Before passing the boundary, T,(d) — T,,(d) > 0 holds in the cases
of both RL,R and RL:R. After passing the boundary, T,(d) —
T,,(d) < 0 holds in the case of either RL¢R,, or RL,R,, because the
discontinuous decrease of the length will occur in either one of the
two paths (i.e., RL¢R,,, — RLg, Ry or RL,R;;, = RL,,.R;). On
the other hand, 7',(d) — T,,,(d) > 0 still holds in the rest of the paths
after passing the boundary. As d increases further, RL:R and RL,R
become identical (i.e., RL,,R) at

\/(afr - aOr)z + (bjt - bOr)2 = 4/O COSB

This signifies that T, (d) — T,,(d) of either RL¢R or RL,R crosses
zero. By permuting R and L of the preceding arguments, T ,(d) —
T,,(d) of either LR;L or LR,L crosses zero when

V0@, —a)* + (b, — by = 2pcos p

Based on the preceding lemmas, the proof of Proposition 1 can be
given as follows:

Proof of Proposition I: From Lemma 5, if the sequence of the
shortest paths in the set

{RSR,LSL,RSL, LSR,RL,R, RL.R,LR,L, LR.L}

passes through neither

\/(afl — ag,)? + (by — by,)?> =2pcos f

nor

\/(afr —ag)® + (by, — bo)* = 2pcos p

then T, (d) — T,,(d) is continuous. Then, from Lemma 3, the shortest
path satisfies T,,(d) — T,,(d) = 0 at some d. If the sequence of the
shortest paths passes through

\/(afl — ag,)? + (bs; — by,)? =2pcos B

or

\/(afr — ag)* + (by, — by)* = 2pcos p

and T,(d) — T,,(d) > 0 holds in the shortest path after passing the
boundary, the shortest path still satisfies 7', (d) — T,,(d) = 0 at some
d due to the continuity of the subsequent sequence of the shortest
paths. If the case considered in Lemma 6 occurs, one of the paths in
the set {RL,R, RL¢R, LR,L,LR:L} (which is not necessarily the
shortest path) satisfies 7', (d) — T,(d) = 0 at some d. Therefore, at
least one of the paths in the set

{RSR, LSL,RSL, LSR, RL,R, RL:R, LR,L, LR.L}

satisfies T, (d) — T,,(d) = 0 at some d, and hence the interception of
the virtual target is achieved.

Although the preceding discussion does not cover the case in
which ,/w? + w? = 0 (the no-wind case) due to Assumption 1, the
eight candidate inertial paths in this case can be readily calculated
without considering the interception problem (7',(d) — T,,(d) = 0).
The fast path calculation algorithm can then be described as follows:

Step 1:1f0 < /w? + w} < V, find the minimum root of {T, (d) —

T, (d) =0,d > 0} with respect to each of the eight candidate air
mass frame paths:
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{RSR,LSL,RSL, LSR, RL,R, RL;R, LR,L, LR.L}

where 7p <0 <2mp, 0 <& < mp. In our implementation, the
algorithm by Brent [23] is adopted for finding the root. If

w? + w? =0, find the shortest of the eight candidate inertial paths

and terminate the algorithm.

Step 2: Choose the minimum root among those found in step 1 and
the corresponding path type.

Step 3: Modify the path chosen in step 2 by a transformation from
the air mass frame (x(¢), y(¢)) to the inertial frame (x(7), y(¢)) as
follows:

x(1) = X(1) + wit, (1) = y(1) + wyt (79

Then terminate the algorithm.

The convergence of the algorithm is guaranteed because
Proposition 1 guarantees that at least one of the eight root-finding
processes carried out in step 1 will find a solution. Note that the
domains of d are bounded for some paths. For clarity, let
(as(0), bs,(0)) and (af(0), by, (0)) be the centers of the terminal
circular arcs at d = 0. The condition of the existence of RSL can be
described as follows:

w,d w,d
(a(0) — ——=—=—=—ap,)* + (bs,(0) — ——=——=~by,)’
Jwi+w? w? + w?
< 2pcos/§ (80)

This is equivalent to the following quadratic inequality:

d* = 24w, (a;/(0) — ap.) + wy(by(0) — by,)}d/ Jwi + wy
+{(ap(0) = a,)* + (b (0) = by) —4pPcos’B} 20 81
If the discriminant of the left-hand side of Eq. (81) is less than or
equal to zero, the domain for finding the rootis d > 0. Otherwise, the
domain for finding the root is the solution to Eq. (80) and d > 0.

Similarly, the condition of the existence of RL,R and RL¢R can be
described by the following inequality:

dz - z{wx(afr(o) - aOr) + wy(bfr(o) - bOr)}d/ w,% + wg

+ {(af)(o) - aOr)z + (bfr(o) - b()r) - 16102005213\} =0 (82)

120 3
2
100 =
!
80 >
_ 60 -1
B
= 40 0.2
20 = 01
E o
0 © 0.1
220 02
20 0 20 40 60 80 100 120
y[m]

Then the domain for finding the root is the solution to Eq. (82) and
d > 0. By permuting R and L, the same arguments hold for LSR,
LR,L,and LR¢L.

Numerical Examples

Because the fast algorithm described in the previous section has
guaranteed convergence under certain assumptions, it may be
applicable to online path planning for airborne application if the
computational speed is practical. However, the paths calculated by
the fast algorithm are achieved by bang—bang controls, whereas the
optimal paths calculated by the rigorous algorithm are generally
achieved by continuous controls. Thus, in this section, the quality
and the computational speed of the fast algorithm, together with the
reliability of the convergence, are examined through numerical
examples. The performance parameters in the path planning are
V=10m/s, ay, =11/s, ag=—1, and §,,,x = /18 rad; these
values, determined arbitrarily, are used in all the numerical
simulations.

First, we consider the following four sets of boundary conditions
and wind vectors.

Case 1:
(XO’yO’WO) =(07050)7 (X_/,y_/ﬂﬂ_/)=
(100,0,0), [w, wy]T =[0 —-5]"
Case 2:
(%0, Yo, ¥0) = (0,0,0), (xp, yp¥y) =
(100, 0, 0), [w, w).]T =[0 =3)F
Case 3:
(Xo,)’oﬂ/fo) =(07070)’ (xf’yf’lllf)z
(100, 100, r/2), [w, wy]T =[-2 -0
Case 4:
(%0, Yo, ¥o) = (0,0,0), (p yp¥y) =

(100, —100, —7/4), w, w,]" =[-2 —4]"

Both the fast algorithm and the rigorous algorithm were run for
each case. It took some time and effort to calculate the optimal paths
by the rigorous algorithm, because initial guesses of A, A.,, A, and
t, were given by trial and error. The paths calculated by both
algorithms are shown in Figs. 7-10. The types of the resulting paths
calculated by the fast algorithm were RL, R in case 1, RSL in case 2,
RSR in case 3, and LR;L in case 4. Symmetric changes of both the
terminal conditions and the wind vectors with respect to the x axis in
these cases would produce the path types LR,L, LSR, LSL, and
RL¢R. Thus, it can be confirmed that each of the eight candidate paths
in Proposition 1 can be adopted in the running of the fast algorithm.
Table 1 shows the total elapsed times of the paths as well as the
differences between these times. As shown in Figs. 7-9, the time
histories of &, for the fast algorithm approximated those of the
rigorous algorithm. In these cases, the differences in elapsed times
between the fast algorithm and the rigorous algorithm were

_ fast
0 10 20 30 40 algorithm
s rigorous
algorithm
0 10 20 30 40

1[s]

Fig. 7 Paths for case 1 calculated by the fast algorithm and the rigorous algorithm.
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Fig. 8 Paths for case 2 calculated by the fast algorithm and the rigorous algorithm.
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Fig. 9 Paths for case 3 calculated by the fast algorithm and the rigorous algorithm.
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Fig. 10 Paths for case 4 calculated by the fast algorithm and the rigorous algorithm.

negligible. Thus, the paths of the fast algorithm in these cases exhibit
sufficient quasi-optimality. On the other hand, in case 4, the path as
calculated by the fast algorithm was clearly different from that of the
rigorous algorithm, as shown in Fig. 10. Nevertheless, the increase in
the total elapsed time of the path calculated by the fast algorithm was
still admissible because it was approximately 3% of the total time of
the optimal path.

By setting ag = 0 in the fast algorithm, we also calculated the
Dubins paths under the constant wind conditions. Figure 11 shows
comparisons between the Dubins paths (ag = 0) and paths calculated
by the rigorous algorithm (ag # 0). The differences of the paths are
significant, and hence we can confirm the importance of using the

skid-to-turn model (ag # 0) as opposed to the simpler Dubins model

Next, we executed 10° random runs of the fast algorithm to check
the computational speed and reliability of the convergence. In these
random runs, the initial condition was fixed to (xy, yo, ¥o) = (0,0, 0)
without loss of generality. The terminal condition and the wind
vector were given as follows:

x;=500-1000z;,  y;=500—1000z,, ¥, =2z

w, =9.5z,cos(2nzs), w,, = 9.5z45in(2725) (83)
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Fig. 11 Dubins paths (a; = 0) and paths calculated by the rigorous algorithm (a; # 0).

where z;, ..., z5 are independent uniform random numbers within
the domain of (0, 1). The fast algorithm successfully found the
feasible paths in all of the 10° random runs. This demonstrates
the guaranteed convergence of the fast algorithm. For all of the
random runs, we used a desktop computer equipped with an Intel
Core-2 Duo 2.4 GHz processor. Table 2 shows the statistics of the
computational time. The maximum computational time was far
less than 1 ms. On the other hand, the admissible time for
onboard computation of the path planning would be more than
1 s when it is used for navigation of UAVs. Therefore, it would
be possible to implement the fast algorithm even if a less capable
onboard processor was installed in the vehicle and other computa-
tional processes required extra computational time.

Table 1 Total elapsed times of the paths calculated by the
fast algorithm and the rigorous algorithm

Conclusions

In this study, two types of path planning algorithms were described
for skid-to-turn UAVs, both of which calculate paths between two
waypoints under constant wind conditions. One is a rigorous
optimization algorithm based on the Euler—Lagrange formulation
with analytical integration of the path. The other is a fast algorithm
describing the path by two circular arcs connected by a line segment
or another circular arc in the air mass frame, similar to the Dubins
path. We compared the qualities of the paths calculated by the fast
algorithm with those calculated by the rigorous optimization
algorithm. In the sense of time minimization, the quasi-optimality of
the paths calculated by the fast algorithm was observed. We also
presented the convergence proof of the fast algorithm and confirmed
its fast computational speed as well as the 100% convergence
characteristics by running the fast algorithm in an extensive range of
situations. These results indicate the potential and the effectiveness
of the fast algorithm as an airborne path planner.

Proposed areas for future study include an investigation into the

Case no. Fastalgorithm Rigorous algorithm  Difference actual implementation of the fast algorithm on the onboard computer
1 39.78 s 39.78 s 1.67 x 10 s of a skid-to-turn UAV and the extension of the algorithm to paths in
2 10.64 s 10.63 s 8.65x 1073 s which the airspeed and altitude change.
3 17.74 s 17.73 s 1.20 x 1072 s
4 14.12s 13.67 s 4.46 x 107! s

Table 2 Computational time of the fast
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